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Situational Awareness and Human-Automation Teaming (HAT) 

• Perception: need to process different attributes and dynamic factors of the environment (notice a light or shadow in the sky)

• Comprehension: Ability develop an understanding of the situation by making connection between the different clues and 
events (novice versus expert might interpret an event as more or less threatening)

• Projection: Ability to project future outcomes, to be able to make a prediction and estimate how certain event would unfold 
to help plan the best course of action (neutralize an UAV)

Perception Comprehension Projection

Environment

Decision Action

Endsley (2000)
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Team Situational Awareness (TSA) 

• 67% due to issues with the machine (Giese & Carr, 2013)

• Researchers have demonstrated that mixed initiative target 
identification where automated agent provides assistance in 
locating potential targets in visual search space, that 
performance deteriorates consistently over time (Demir & 
Likens, 2019)

• They suggest that automated agents who are trained to detect 
particular stimuli may not perform as well as an alert 
human (Demir & Likens, 2019)

• Issues with explainability and transparency

• Key component of teaming performance

• Attentional narrowing , workload, fatigue, stress, 

reaction time

• Data overload

• Maladaptive mental model (non-logical reasoning, 

inappropriate behavior) 

• Out-of- the loop & abuse of automation systems

• 33% mishaps caused by humans (Giese & Carr, 
2013)
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SPARQ: Synergic Partners with AI-Reinforced IQ

Digital Twin – Perception beyond sensing
 Situation Awareness

A virtual representation and understanding of the current situation and its 
history, based on sensor data, shared data and simulation models

 Anticipation and What-If Scenarios Exploration

A series of forecasts regarding the current situation and how it may 
unfold depending on various What-If scenarios of interest

 Enabler for decision support and optimization
Leveraging sensor data and simulation models in order to have a 
complete situation awareness and reliable anticipation insights that can 
be presented to the operator and processed for decision making

Perception 
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Cognitive Shadow

• Expert-Policy
 Policy capturing

Enables interpreting situations by deriving a cognitive model 
of experts

 Real-time recommendation
Enable online interaction and learning between agents and 
humans by accepting or rejecting assessments

 Reduced bias and low SA

Enable capturing human expertise in nominal conditions 
(peak SA without fatigue, stress, overload)

 Decision-making 

Enables human-centric decision-making for the automated 
UAVs actions

Comprehension 

Thales Canada 
Defense & 

Security (TCDS)

Thales Land 
and Air 
System 
(LAS)

Air Force 
Canada & 

France 

Royal 
Canadian 
Mounted 

Police 
(RCMP)
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Human-Automation Teaming

Autonomous 
UAVs

SPARQ

Cognitive 
Shadow

Expert

Human

Perception

Action and decision-making 

Autonomous Agents

Comprehension

Presenter
Presentation Notes
Cognitive Shadow : AI-based decision-support system enable the ability to  shadowing of the expert at its best optimal state. SPARQ:  a platform which integrates collaborative autonomous UAVs. Both systems merged into a joint activity results into a teamed-up framework where human operator(s) and autonomous agents co-learn, coordinate and share information. This Manned-Unmanned Teaming (MUM-T) enables agents to collaborate towards a joint mission; and reflects complementary adaptive frameworks for mission management with high level of autonomy [15]. 
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Simulated Environment SE-STAR

• Autonomous Robotic Aviation (ARA) + ThereSIS

• Customizable terrain 

• Simulated entities (radar, blue force, red force, ground 
control stations) 

• Simulated scenarios 

• Testbed for HAT Teaming

• Train, test, deploy and collect data

Presenter
Presentation Notes
In order to do this we used our trained agents and simulated enemy UAV which needed to be neutralized based on the defined use-case and experts feedback. This enables us to general close to real scenario representative of the different types threats occurring and relevant to the users(UAV operators).  The UAV is a quadrotor drone provided and developed by Autonomous Robotic Aviation(ARA). In order to train our MUM-T we use SE-START simulator, which enables us to develop counter-UAV simulation scenarios. It enables to simulate the different threat levels using a customizable terrain with specific dimensions of the lands and zones required to protect. The simulated agents blue agents (the defence team) and red drones (enemy team) as well as the ground control station, and radars. SE-Star is a tool developed by ThereSIS. It enables us to connect to our drone simulator, and can simulate interaction between the drone and the environment by simulating sensing, physical and virtual devices. It enables us to serve as a test-bed for our HAT teaming framework and test our expert policy and its possible behavioural patterns and implication. Through this implementation, it enables us to have a dynamic environment and the possibility of human-in-the-loop interaction between our collaborative autonomous agents and human expert policy. It also enables to generate training and testing data, situational awareness features, teaming performance, by reproducing possible scenarios, which could happen in real life. It can help find potential gaps, dysfunctions and fallacies within our framework and policy which needs to be addressed before deployment.  
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Threat Level for protected facility 
Threat Levels Definition 

Clueless A UAV is a BLVOS hobbyist testing their drone.

Careless A UAV considered a supply delivery drone whose flight plan has been defined without
consideration of the restricted airspace.

Criminal
No Harm

A UAV navigated by a curious photographer getting closer to the restricted area to take
pictures.

Criminal
with Harm

Is a UAV terrorist-operated drone with an explosive payload.
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Behavioral 
Pattern

Feature 
Extraction 

Feature 
Selection 

Feature Pre-
processing 

Feature 
engineering  

Expert

Model 
Training & 

Testing 

Cognitive 
Modelling

Performance 
Analysis

Knowledge 
capture 

Threat Identification 
Model 

Cognitive Shadow 

Actions

Neutralization

Watch-dog

Stand-by

SPARQ : Digital Twin

Detection Recognition Identification

Expert-Policy for Augmenting AI agent SA capability
Projection

Presenter
Presentation Notes
In other words, the swarm of drones prioritizes its response by first addressing the criminal profiles, aiming for neutralization with the highest priority, continuing with careless and then clueless profiles. The defensive swarm adopts a “watchdog” behaviour, adapting to the sudden change in the threat level, for example, when any threat approaches too close to a protected area. It is important to mention that, without the expert policy, all enemy drones are considered equally threatening, and no priority is given. 
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SPARQ: Digital Twin
Features Definition Feature Engineering Encoded 

Speed The velocity of the drone measured in m/s. [Low, Medium, High] [0,1,2 ]

Altitude Position of the UAV with respect to the ground. [Low, Medium, High] [0,1,2 ]

Direction 
Azimuth

Angular position with respect to the restricted 
area.

[Right, Left, Front, Rear] [0,1,2 ]

Zone The zone within which the UAV is currently 
positioned.

[World, Buffer, Restriction] [0,1,2,3 ]

Direction 
Elevation

Angular position with respect to restricted area [Up, Level, Down] [0,1,2 ]

Acceleration The acceleration of the UAV [High,Medium, Low Deceleration, No 
Acceleration, High, Medium, Low 
Acceleration]

[-3,-2,-1,0,1,2,3]

Distance The distance of the red UAV from the restricted
zone.

[Very Far, Far, Close, Very Close] [0,1,2,3]

Past Threat 
Levels

The previous classification based on the expert
policy.

[Clueless, Careless, Criminal No Harm,
Criminal with Harm]

[0,1,2,3 ]

Based on Expert feature selection 
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Model Training & Testing 
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Cognitive Shadow
Seven supervised machine learning algorithms
716 synthetic instances to classify
Virtual expert policy used as ground truth

Projection
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Discussion & Conclusion 

Direction for future work

Capture broader range of possible behaviour patterns

Enhancing simulation complexity

Human-in-the-loop testing and co-learning

Field testing

Key outcome

• Successful proof-of-concept integration

Limitations

• Computer vision reliance (eg., drone versus bird)

• Hacking pre-filtering ("friend" vs "enemy")

• Consensus on expert judgments

Achieve cognitive air superiority with collaborative AI Agent capable 
of learning from human expertise

Presenter
Presentation Notes
There are several limitations to this first proof-of concept MUM-T  framework. One limitation of such methodologies is the incapability of recognizing other types of behavioural patterns outside of the knowledge of the expert. This means our model will not be able to recognize other types of attacks or profiling types, if they do not match one of the four current classes. Thus, if confronted with a new scenario or unseen or unrecognizable scenario by the expert, the model is at risk of misclassification or may even dismiss certain types of disguised behaviour, thus requiring humans-in-the-loop to better handle novelty. Additionally, based on our pipeline we rely on a chain of action and information processing where if one information is misclassified it could delay or even falsify the algorithm results. For example, if the computer vision classifies an observed entity as a bird incorrectly, it will result in a miss and the information will be wrongly filtered out without reaching our threat detection algorithm. Similar challenges of video or camera based detection have been raised previously [16]. Certain methods of disguise have already been implemented such as dove drones or bird look-a likes [24]. Additionally, similar consequences will arise if the drone is misclassified as a friend. In this work, we have developed a more simplistic model in order to have a first tested and MUM-T  implementation through expert modelling, however, more complex behaviour patterns and features could be considered such as aircraft types, and being able to recognize payload types (eg., explosives) or being able to track trajectory patterns overtime (zigzag, linear, etc.). The simplified ground truth generation rules and feature set used herein could have made it easier to achieve higher levels of accuracy in this study. Lastly, cognitive modelling remains a major challenge as different experts might have different knowledge and judgment strategies.  HAT? HAT?
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